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The logistic-normal integral

g(x;α,σ) =

∫+∞
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is a convolution of a logistic function
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with a normal distribution

N(x;µ,σ) =
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)
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This Weierstrass transform of the logistic function has im-
portant applications to logistic regression with normally dis-
tributed measurement error [1–3]

Here we demonstrate the integral is approximately a repa-
rameterized logistic function:

g(x;α,σ) ≈ f(x;γα) , γ =

√
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πσ2

8α2
(4)

The absolute maximum error is less than 0.02.
We proceed by noting that a logistic function can be closely

approximated by the error function

f(x,α) ≈ 1
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)
. (5)

The scaling factors are àxed by requiring equality of the
derivative at the origin, since, for our purposes, it is more
important tominimize the errors around the origin than else-
where.

The convolution of an error function and a normal distri-
bution is another error function.
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By applying approximation (5) again, but in reverse, we obtain
the desired result, Eq. 6.

This approximation to the logistic-normal integral is sim-
ple, analytic, reasonable accurate, and exact in the small
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Figure 1: The approximation of the sigmoidal function
g(x;α,σ) [Eq. (1)] by the logistic function f(x;γ) = 1/(1 +
exp(−x/γ)), where γ =

√
1+ πσ2/8 [Eq. (6)]. The absolute

difference between the functions is always less than 0.02.

noise limit (σ → 0). A variety of more complex approxi-
mations to the logistic-normal integral have been investi-
gated [1, 2], and if more precession is necessary recent ad-
vances allow for the rapid numerical evaluation of the inte-
gral [4].

It is interesting to note that the same basic approach can be
applied to theWeierstrass transform of any sigmoid function.
Approximate the sigmoid with an error function by equating
derivatives at zero, perform the transform, then reverse the
approximation to recover a rescaled sigmoid in the original
functional form.

g(x;α,σ) ≈ f(x;γα) , γ =

√
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2πσ2

r
, r =

d

dx
f(x;α)

∣∣
0

(6)
The only parameter of the approximation, r is the derivative
of the sigmoidal function evaluated at zero.

A more convoluted derivation of this logistic approxima-
tion was originally published as an appendix to Maragakis et
al[3].
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Versions: v1 (2007): More convoluted derivation, published as an
appendix to Maragakis (2008) [3]. v2 (2009): Simpliàed derivation.
v3 (2012): Minor changes to text and formatting. v4 (2013) Add gen-
eralization to sigmoid-normal integral. Add citation to numerical
evaluation of integral.
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